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1. Problem 4 Result 5.Exap|es

» Accurate annotation of cracks is crucial for supervised learning, but After training the UNet model on the training data with synthetic errors, Ny
identifying thin cracks can be challenging; we evaluate its performance on error-free images from the test set. k. *
» Simple yields effective annotation of crack curves can reduce » Effects of Feature-independent Errors. DR e
annotation COStS; 1151‘1’0{ Clgan = Uﬂggf-annotggon - » Detection performance deteriorates with
: . : : t A = increasing levels of errors, but the impact is
> little is known about how annotation errors in training data affect the RN | 09%0 | 0937 0001 030805 O o o e has
accuracy of detectors trained on them. DeepCrack | 0903 | 0.885 0859 0821 0762 » Comparing under- and over-annotation errors, | | | | |
grlf(fﬁ glgeii Ll (())fjr?anno(gffn il the impact is smaller for over-annotation. | | s
0 i : level 0 T0 20 30 0 e Thei t of 30% f _ tation i
2. Categorization: ARG 90093 TS OSE mogtly e same a thal of 20% error for Under A
. . CrackFormer | 0.929 | 0921 0907 0.885 0.846 -
» Feature-independent error emerge purely randomly annotation DeepCrack | 0.903 | 0891 0872 0841 0789 annotation o
UNet 0.882 | 0.867 0.843 0.804 0.742
errors that emerge purely randomly, Table 1. F1-scores on error-free test images of different DNN
] models trained with training data having different levels of Figure 1. Examples of detection result. The first row is the image, the second row is the label and the
» Feature-dependent annotation error usually results from some annotation errors. third row is the output from our model.
image structures; » Effects of Feature-dependent Errors. 6.Summary/Conclusion
» Polyline annotation error occurs when annotators do not provide the —
. t : " lfefigf Cl(e)an - Unggf aﬂﬂ(’t;(t)m . . Wher: ?.ompared tlo e&rg{)r-free Ca_(sjes, glIO% under- .
precise trace or a crack. HRNGL | 0950 [ 0935 0880 0848 0783 annotation errors Jead 10 8 considerane » We defined assessed three types of errors that affect crack
. . CrackFormer | 0.929 | 0.911 0884 0832  0.729 reduction in F1-scores for HRNet, CrackFormer, detection accurac
3 Synth esizi ng NOISGS : DeepCrack | 0.903 | 0.870 0843 0764  0.637 DeepCrack, and UNet, with a reduction of 17.3%, Y.
) Base ) UNet 0.882 | 0.854 0811 0.713  0.563 21.5%, 29.5%, and 36.2%, respectively. > We experimentally found that under-annotation has a more
: Error Clean Over-annotation 0 : : : . = ) ) .
resolution A JoaE e el [0 [0 20 30 @ o7 over-annotation ermors only resdit 1 a minor significant negative impact than over-annotation.
HRNet | 0950 | 0.948 0943 0931 0914 ecrease of 3.9%, 5.1%, 7.3%, and 9.0%, , , .
{ g | ;l e | ;l - CrckFormer | 0920 | 0924 0910 0501 0892 respectively. » We also found combination of under- and over-annotation errors
| owneamPe bl UNet | 0882 | 0875 0862 0836 0803 tend to Improve accuracy.
=k / Table 2 Pi-acores achieved by diverse DN rodels rainec » We finally found that polyline annotation is an effective way to
T | | Ground diferent error levels. reduce annotation costs while maintaining model detection
Original r1esolution Medium r4esolution Lower ressolution Truth > EffeCtS Of Mix Of Under_ and Over-annOtathn aCCuracy_
| . . » In the case of feature-independent errors, the
vasu | z | ciminate 8200 o L 5 oo rato of under- and over-annotation has no References | | T
annotatain f Iy ¢ crack labes Dependent | 0713 0786 0842 0854 0836 tsr']%”t'o'g”etr:rrgrplzf}e??s‘:ﬁteercrfg’ig accuracy, while [1] John Hershberger and Jack Snoeyink. Speeding up the douglas-peucker line-simplification
) > : e T et | | | algorithm. In Proc. 5th Intl. Symp. on Spatial Data Handling, pages 134—143, 1992.
, errors wheose total error level is 30%. * In the case of feature-dependent errors, the ratio _ _ _ _
Y1 Vs Vs Over- Under- of under- and over-annotation has a significant [2] O. Ronneberger, P.Fischer, and T. Brox. U-net: Convolutional networks for biomedical
Over-annotation Ground truth Under-annotation annotation annotation - impact. image segmentation. In Medical Image Computing and Computer-Assisted Intervention
Comﬁgfgfr?ﬁimo) e « A combination of under- and over-annotation (MICCAI), 2015.
Polyline Experimenta| Configuration Dependent 0563 0.759 0810 0.829 0.803 errors is likely to improve accuracy. [3] Changgian Yu, Bin Xiao, Changxin Gao, Lu Yuan, Lei Zhang, Nong Sang, and Jingdong
£ 012x512 pixel patches; having it XD002. ferent ratio of under- and over-annatation * Itis crucial for annotators to ensure that under- Wan Li?g-hrnet',A Iightwei’ght higgh-resolut’ion network. In Procéedings of the IEEE/CVF
}.‘, . I . _ 2,341 and 479 positive patches for training errors whose total error level is 40%. annOtat!on errors occur less frequently than over- 9- . . "
Approximate using and testing, respectively; > Effects of Polvl A tati annotation errors. conference on computer vision and pattern recognition, pages 10440-10450, 2021.
/ Dougias Feucker aidontnm® Error levels veries from 10% to 50% in cc1s of Folyline Ahhotation [4] Yahui Liu, Jian Yao, X. Lu, Renping Xie, and L. Li. Deepcrack: A deep hierarchical feature
G d wi Iverse coetticients t h_ . f h . omp. rate(% et racKkrormer eeplrac et ° . ,. , . , . , . . . .
Truth | Mean squared error (MSE) loss S T T -~ R R R D o o e e eaats: their learning architecture for crack segmentation. Neurocomputing, 2019.
Implementation:Pytorch; | % 0938 0915 082 0873 g e S o nehanged regardiess of the [5] Z. Lu, Z. Fu, T. Xiang, P. Han, L. Wang, and X. Gao. Learning from weak and noisy labels
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ﬁ / % ﬂ Learning rate: MultiStepLR; 1 0.883 0.872 0.826 0.792
Optimizer: Adam Table 5. F1-scores achieved by the four methods trained on
Baseline models:UNetl2l, HRNet-W18-CI3l, polyline annotation with different compression rates.
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